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The description of interactions in strongly-correlated topological phases of matter remains a chal-
lenge. Here, we develop a stochastic functional approach for interacting topological insulators in-
cluding both charge and spin channels. We find that the Mott transition of the Kane-Mele-Hubbard
model may be described by the variational principle with one equation. We present different views
of this equation from the electron Green’s function, the free-energy and the Hellmann-Feynman
theorem. In particular, we show the stability of the transition line towards fluctuations, in good
agreement with numerical results. The band gap remains finite at the transition and the Mott phase
is characterized by antiferromagnetism in the x− y plane. The interacting topological phase is de-
scribed through a Z2 number related to helical edge modes. Our results then show that improving
stochastic approaches can give further insight on the understanding of interacting phases of matter.

I. INTRODUCTION

The quantum spin Hall insulator (QSHI) is a topologi-
cal system of spinful fermions that preserves time reversal
symmetry and similarly as a spin liquid develops short-
range magnetism. It is gapped in the bulk, but has a
Kramers pair of helical edge modes, one corresponding
to each spin. As long as time-reversal symmetry is main-
tained, the modes will cross at time-reversal invariant
momenta in the energy band structure. These modes are
protected from backscattering off of non-magnetic impu-
rities by a Z2 invariant, making such systems promis-
ing candidates for quantum electronics [1]. The effect
has been observed in HgTe quantum wells [2], in three-
dimensional Bismuth materials [3], and proposals exist
for demonstrating it in ultracold atoms [4].

The canonical model for the QSHI is the Kane-Mele
model [5], in which the topological phase is induced by
spin-orbit coupling through the next-nearest neighbour
hopping term on a hexagonal lattice. While the edge
modes are protected from single-particle scattering by
the Z2 invariant, their robustness to two-particle scatter-
ing requires more careful analysis. It has been shown that
this phase is stable to weak interactions [6]. More gener-
ally, at half filling, the effect of interactions has been seen
in several studies, typically through the addition of an on-
site Hubbard interaction to the Kane-Mele model [7–15].
These studies show the existence of a magnetic phase
at strong coupling which destroys the topological order.
On the other hand, a simple analytical description of the
Mott transition line in agreement with numerical meth-
ods [10, 12] remains to be developed linked to the devel-
opment of strongly-correlated materials [9] and the tun-
ability of interactions in ultra-cold atoms [16].

In this article, we revisit the Mott transition in the
Kane-Mele-Hubbard model developing an analytic path
integral stochastic approach keeping both the charge and
spin channels. We show that with a decoupling scheme
that preserves the symmetry of the Hubbard interaction
and with a variational approach, the transition line —
which is described through one equation (23) — shows

quantitative agreement with numerical methods such
as quantum Monte Carlo, and dynamical mean field
theory [8, 12]. We also verify the protection of the
transition line towards gaussian fluctuations.

We study the half-filled Kane-Mele model [5], with a
repulsive on-site Hubbard interaction such that in real
space the Hamiltonian reads [5, 17]:

H = −t1
∑
〈i,j〉

∑
α

c†iαcjα − it2
∑
〈〈i,j〉〉

∑
α,β

νijc
†
iασ

z
αβcjβ

+U
∑
i

ni↑ni↓. (1)

Here, c†iα and ciα denote fermionic creation and annihila-
tion operators, respectively. The sum over 〈i, j〉 refers to
nearest-neighbors with hopping amplitude t1, while the
sum over 〈〈i, j〉〉 refers to next-nearest neighbors with
hopping amplitude t2 and spin-orbit coupling νij = ±1
depending on whether going from i to j means mov-
ing clockwise or counter-clockwise around the plaquette.
Lastly, σz denotes the third Pauli matrix in spin space
with components α, β ∈ {↑, ↓}. The non-interacting
model at U = 0 reveals a bulk band insulator with two
degenerate counter-propagating helical edge modes asso-
ciated with the spin components ↑ and ↓. The gap grows
linearly with t2 until t2 ≈ 0.2t1, at which point it remains
constant. It has band Chern numbers of +1 and −1 that
can be associated to the spin components ↑ and ↓, re-
spectively. While the total Chern number is zero, Kane
and Mele showed that the model shows a Z2 topological
index [5, 17].

When electron-electron interactions are added to the
model, the topological band insulator is challenged by
correlation physics, and is no longer exactly solvable. The
addition of an on-site Hubbard interaction to the Kane-
Mele model has been studied within various approxima-
tions in the past decade [8–14, 18–26]. The model com-
prises two phases. First, up to some critical interaction
strength Uc & t1 the topological band insulator is stable
towards electron-electron interactions [9]. Upon reaching
the critical Uc, the system transitions to a magnetically
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ordered phase (spin density wave). In this phase, the
system prefers to magnetically order in the x − y plane
only. To the best of our knowledge, the precise location
of the transition line defined through Uc and properties of
the Mott transition remain to be addressed, supporting
numerical findings [10–15]. Understanding properties of
the Mott transition in the bosonic Kane-Mele-Hubbard
model also requires the introduction of numerical meth-
ods [16]. Therefore, we intend now to develop a stochastic
approach analytically. We have recently shown that such
a methodological approach gives quantitative results for
the Mott transition in the Haldane model [27]. For the
Kane-Mele model, we generalize this stochastic scheme
including charge and spin channels and we derive analyt-
ically the transition line to the Mott state.

The article is organized as follows. In Sec. II, we intro-
duce the methodological steps related to the stochastic
approach. In Sec. III, we derive the phase diagram from
the variational principle. In Sec. IV, we show the ro-
bustness of the analytical results towards fluctuations.
In Sec. V, we address the energetics of the interacting
model. In Sec. VI, we summarize the main findings.

II. STOCHASTIC METHOD

We first write the interaction in Eq. (1) as the square
of a bilinear operator. For spin-1/2 fermions, the space
of such operators is spanned by the Pauli matrices along
with identity matrix, so one can generically write

U
∑
i

ni↑ni↓ = U
∑
i

c†i↑ci↑c
†
i↓ci↓ (2)

= U
∑
i,r

ηrS
r
i S

r
i (3)

where Sri ≡ c†iασ
r
αβciβ , i denotes a lattice site and r ∈

{0, x, y, z} with the general properties that ηx = ηy and
ηz = −η0. Previous mean-field studies kept only the S0

i

and Szi channels with η0 = 1/4 = −ηz [8]. In this article,
we include the x and y channels as well. In the t2 → 0
limit, the model retains the full spin rotation symmetry,
and this should be reflected in our choice of interaction
representation [28]. The symmetric decomposition η0 =
1/8, ηx,y,z = −1/8 yields the largest symmetry group
SU(2) of the interaction such that

HU =
U

8

∑
i

Si · Si +
U

4

∑
i

(ni↑ + ni↓), (4)

using the Minkowski inner product [29], Si ·Si = (S0
i )2−

(Sxi )2 − (Syi )2 − (Szi )2. Our first goal is to apply the
Hubbard-Stratonovich transformation with all four chan-
nels weighted equally to obtain the phase diagram for this
model. This symmetric choice of η’s is unbiased towards
any particular type of order.

We start with the action

S[ψ†, ψ] = S0[ψ†, ψ] +

∫ β

0

dτ
U

8

∑
i

Si · Si, (5)

where ψ = (cA↑, cB↑, cA↓, cB↓)
T and S0[ψ†, ψ] is the ac-

tion for the non-interacting Kane-Mele model (including
the chemical potential shift U

4 from Eq. (4)).

A. Hubbard-Stratonovitch Action

We insert a resolution of the identity for four inde-
pendent bosonic dimensionless fields φri corresponding to
each Sri channel and renormalize by the constant deter-
minant. The resulting path integral is

Z =

∫
ΠrDφr

∫
Dψ†Dψ exp

(
− S[ψ†, ψ]

−2U

∫ β

0

dτ
∑
i,r

φriφ
r
i

)
, (6)

where Πr refers to the product on r = 0, x, y, z. The
following linear transform in the bosonic fields, φ0i →
i
2φ

0
i+

i
4S

0
i and φx,y,zi → 1

2φ
x,y,z
i + 1

4S
x,y,z
i , will compensate

the interaction term in −S[ψ†, ψ] such that

Z =
i

16

∫
ΠrDφr

∫
Dψ†Dψ exp

(
− S0[ψ†, ψ]

+
U

2

∫ β

0

dτ
∑
i

(φi · φi + φi · Si)
)
, (7)

where we have defined the four-vector φi ≡
(φ0i , φ

x
i , φ

y
i , φ

z
i ) and used the Minkowski inner prod-

uct again. The classical field equations obtained from
δS
δφr

i
= 0 allows us to relate φi to the fermion fields

φi = −1

2
〈Si〉 = −1

2
〈c†iασαβciβ〉. (8)

To obtain an insulator, we fix the particle density at
half-filling such that φ0 = −1/2. The stochastic fields
are static variables allowing us to evaluate the electron
Green’s function and energetics for a given fields configu-
ration and then to apply the variational principle to find
the most favorable distribution of those variables.

B. Mean-Field Hamiltonian

We will consider fields with the translation symmetry
of the lattice. Upon Fourier transforming, this means
that φks =

√
Nδk,0φs, where N is the number of unit

cells, φs are intensive constants and we have made the
sublattice index s ∈ {A,B} explicit. This means the
mean-field Hamiltonian is diagonal in momentum space:
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HMF(k) =


γ(k) + U

2 φ
z
A −g(k) U

2 (φxA + iφyA) 0
−g∗(k) −γ(k) + U

2 φ
z
B 0 U

2 (φxB + iφyB)
U
2 (φxA − iφ

y
A) 0 −γ(k)− U

2 φ
z
A −g(k)

0 U
2 (φxB − iφ

y
B) −g∗(k) γ(k)− U

2 φ
z
B

 . (9)

The functions γ and g are defined as

γ(k) = −2t2
∑
p

sin(k · bp) (10)

g(k) = t1
∑
p

(cos(k · ap)− i sin(k · ap)) . (11)

The nearest and next nearest neighbor displacements on
the honeycomb lattice are denoted as ap and bp following
definitions of Ref. [27].

The action is then

S =

∫ β

0

dτ

[∑
k

ψ†k

(
∂τ +

U

2
+HMF(k)

)
ψk

−U
2

∑
k,s

(φks · φ−ks)
]
. (12)

We then transform the action into frequency space
so that φnks = βδiωn,0φks or equivalently φrnks =
βδiωn,0φ

r
ks, where ωn are fermionic Matsubara frequen-

cies and φks is independent of frequency and time:

ψ(τ) =
1

β

∑
iωn

ψne
−iωnτ . (13)

Since the action consists of fermion bilinears, we may
integrate out the fermions to get a determinant:

Z =
i

16

∫
Πr,k,sdφ

r
ks det(−βG−1(iωn))

× exp

(
βU

2

∑
k,s

(φks · φ−ks)
)
, (14)

where the inverse fermion Green’s function is

G−1qk (iωn) =

(
iωn −

U

2
−HMF(k)

)
δq,k. (15)

Thus we have the effective Hubbard-Stratonovich action

SHS = −βU
∑
k

(φk · φ−k)− Tr ln(−βG−1(iωn)),(16)

where Tr denotes the trace over Matsubara frequencies,
momentum space, spin space and pseudospin space. We
put some assumptions on the type of ordering that may
occur. Superexchange induces antiferromagnetic order
[9] such that, φx,y,zkA = −φx,y,zkB ≡ φx,y,zk .

III. RESULTS

To derive the phase diagram analytically, we vary
the Hubbard-Stratonovich action with respect to the HS
fields.

A. Green’s Functions, Observables and Transition

We get the saddle-point conditions

δSHS

δφrp
= ±2βUφr−p − Tr

[
G(iωn)

δG−1(iωn)

δφrp

]
, (17)

+ holds for r = x, y, z and − holds for r = 0. Specifically,

δSHS

δφ00
= −2β

√
NUφ0 − U

2
√
N

∑
iωn,k

trG(iωn,k), (18)

δSHS

δφr0
= 2β

√
NUφr +

U

2
√
N

∑
iωn,k

tr

(
G(iωn,k)(σr ⊗ τz)

)
,

(19)

where now tr refers to the matrix trace, r = x, y, z, σr

are Pauli matrices in spin space and τz is the third Pauli
matrix in the sublattice space. The Matsubara Green’s
function can be evaluated analytically:

G(iωn,k) =
(iωn − U

2 )I +HMF(k)

(iωn − Ek+)(iωn − Ek−)
, (20)

The poles of the Green’s function are the quasi-particle
energies

Ek± =
U

2
±

√
ε2k + 2γk

(
U

2

)
φz +

(
U

2

)2

~φ · ~φ, (21)

where we have defined the non-interacting dispersion
εk ≡

√
γ(k)2 + |g(k)|2. We see that the chemical po-

tential is effectively shifted by U
2 .

The traces in Eq. (18), (19) are readily evaluated. At
zero temperature, the saddle-point conditions δSHS

δφr = 0

then yield:

φx,y =
Uφx,y

4N

∑
k

1√
ε2k + 2γk(U2 )φz + (U2 )2~φ · ~φ

. (22)

There is a second-order transition in this magnetic order

parameter as shown in Fig. 1. Linearizing ~φ around the
zero vector, one finds the critical coupling:

1

Ux,yc
=

1

4N

∑
k

1

εk
, (23)

shown in Fig. 2. This result shows remarkable quantita-
tive agreement with quantum Monte Carlo (QMC) and
cluster dynamical mean field theory (CDMFT) for small
t2 [10, 12, 30].
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FIG. 1. Magnetization profile for t2 = 0.3t1.

Meanwhile, the saddle-point condition for φz is

φz =
1

2N

∑
k

γk + U
2 φ

z√
ε2k + 2γk(U2 )φz + (U2 )2~φ · ~φ

. (24)

Linearizing ~φ about the zero vector, and noting that γk
is odd under inversion also gives the critical coupling

1

Uzc
=

1

4N

∑
k

|gk|2

ε3k
. (25)

Since |gk|2 < ε2k for all t2 > 0, we see that Ux,yc < Uzc
except at t2 = 0 at which point the transition lines are
identical and the full SU(2) symmetry is restored. Thus
as we approach from the normal state, the spins will first
order antiferromagnetically in the x − y plane. In fact,
we can go a step further. For t2 > 0, it turns out that
φz must vanish for any U . We can see this by combining
Eqs. (22) and (24) to get

φz = φz +
1

2N

∑
k

γk√
ε2k + 2γk(U2 )φz + (U2 )2~φ · ~φ

. (26)

In order for the sum to vanish at finite t2, the denomina-
tor must be invariant under inversion. This only happens
for φz = 0, so we confirm that the ordering strictly takes
place in the plane for all U , in agreement with quantum
Monte Carlo and strong-coupling results [8, 12]. As long
as φz = 0, then we verify from Eq. (21) that the gap
does not close at the phase transition, but is uniformly

renormalized by (U/2)2~φ · ~φ.

B. Transition from the Hellmann-Feynman
theorem

Here we note that the transition line may also be com-
puted directly from the quasi-particle energies Eq. (21),
using the Hellmann-Feynman theorem [31, 32]:

dEgs

dλ
=

d

dλ
〈ψgs|H|ψgs〉, (27)

0.2 0.4 0.6 0.8 1.0

2

4

6

8

10

FIG. 2. Onset of antiferromagnetic XY order at the Mott
transition versus t2/t1 from the variational stochastic ap-
proach defined through Uc in Eq. (22) (solid blue line). This is
compared to previous data from CDMFT in orange (Ref. [10])
and QMC in green (Ref. [12]).

where Egs is the energy of the ground state |ψgs〉 and λ is
any parameter of the system. At half-filling, if we choose
λ = φx for example, the left-hand side is

dEgs

dφx
= −U

2

2

∑
k

φx√
ε2k + 2γk(U2 )φz + (U2 )2~φ · ~φ

. (28)

The right-hand side is

d

dφx
〈ψgs|H|ψgs〉 =

U

2

〈∑
k

ψ†k(σx ⊗ τz)ψk

〉
(29)

= −2UNφx. (30)

Setting (28)=(30) gives Eq. (22). Note that this value
of the (mean-field) transition line derives precisely from
the channel-symmetric decomposition in Eq (3). We also
address a comparison with the Hartree-Fock method in
Sec. V.

IV. FLUCTUATIONS

Here, we justify that the transition line in Fig. 2 is
stable towards Gaussian fluctuation effects from the be-
havior of the polarization bubble in the charge and spin
channels. Indeed, we verify below that fluctuations in
the charge and spin channels are suppressed in the limit
of long-wavelengths and low-energy due to a gap in the
spin-wave dispersions for small t2. In addition, we find
that the Goldstone mode associated to phase fluctuations
in the xy plane does not modify the transition line. This
result comes from the fact that taking into account gaus-
sian fluctuations, the dispersion of this mode keeps a sim-
ilar form as for the graphene band structure [33].

We start by taking a second derivative of the Hubbard-
Stratonovich action with respect to the fields, which gives

δ2SHS

δφs
′

p′δφ
s
p

= ±2βUδss′δp′,−p + Tr

(
G δG

−1

δφs
′

p′
G δG

−1

δφsp

)
,

(31)
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where + holds for s = x, y, z, − holds for s = 0, and we

used the fact that δ
δφ (GG−1) = 0⇒ δG

δφ = −G δG
−1

δφ G, and

that G−1 depends linearly on φ. Thus to second order in
fluctuations δφsp ≡ φsp−〈φsp〉 about the mean-field values,
the Hubbard-Stratonovich action is

SHS ≈ S({〈φ〉MF}) + βU
∑
ss′

∑
p,iωn

δφspL
−1
ss′(p, iωn)δφs

′

−p,

(32)

where

L−1ss′(p, iωn) ≡ ±δss′ +
U

8
Πss′(p, iωn) (33)

is the the inverse fluctuation propagator. The polariza-
tion bubbles Πss′(p, iωn) may couple to any of the four
fluctuation channels defined by the mean-field decompo-
sition and can be computed analytically for a low-energy
continuum model relevant for the small t2 regime.

A. Continuum model for fluctuation propagators

We consider the continuum Hamiltonian

H = vF

∫
d2kψ†tk

(
τ t · k +

λ

vF
τ tzσz +

1

vF
m · στz

)
ψtk,

(34)

where vF = 3t1/2 is the Fermi velocity, λ = 3
√

3t2, t is
the valley index such that, τ t = (τx, τy,±τz) are Pauli
matrices in the sublattice space with + for the K ′ valley
and − for the K valley. Likewise, σ = (σz, σy, σz)) are
Pauli matrices in the spin space. We include a term with
the mean fields m = (mx,my) = U

2 (φx, φy) from the in-
plane antiferromagnetic order, which allows us to study
fluctuations from the ordered side of the transition, but
neglect the chemical potential term which will not affect
the result since the gap remains open. We focus on intra-
valley scattering relevant for small momentum transfer.
The inverse Matsubara Green’s function is

G−1t (k, ikn) = ikn − vFk · τ − λτ tzσz −m · στz, (35)

which may be inverted to give,

Gt(k, ikn) =
1

2

∑
α=±

I + αγ̂tk
ikn − αEk

, (36)

where Ek =
√

(vF k)2 + λ2 +m2 is the quasi-particle en-
ergy and

γ̂tk ≡
vFk · τ + λτ tzσz +m · στz

Ek
. (37)

The polarization functions are given by

Πss′(q, iωn) =
1

β

∑
t

∫
d2k

(2π)2

∫
d(ikn)

2π

× 1

4

∑
αα′

fss
′

t (k, q)

(ikn + iωn − αEk+q)(ikn − α′Ek)

(38)

where

fss
′

t (k, q) ≡ tr[(I + αγ̂tk+q)Ms(I + α′γ̂tk)Ms′ ], (39)

with s, s′ ∈ {0, x, y, z}, M0 = I and Mx,y,z = τzσx,y,z.
Evaluating the Matsubara sum at half-filling and zero
temperature fixes α′ = −α, and

Πss′(q, iωn) =
∑
t

∫
d2k

(2π)2
1

4

∑
α

fss
′

t (k, q)α

iωn − α(Ek+q + Ek)
.

(40)

The imaginary part of the retarded polarization is then

Im Πss′(q, ω) = −
∑
t

∫
d2k

(2π)2
1

4

∑
α

fss
′

t (k, q)απ

× δ(ω − α(Ek+q + Ek)). (41)

Noting that Πss′(q,−ω) = Πss′(q, ω)∗, we may study the
region ω > 0 without loss of generality. In this case, the
only contribution is from α = +1. We use the delta-
function to take care of the angular integral. Defining θ
as the angle between k and q, we have

δ(ω − (Ek+q + Ek)) =
Ek+q

v2F kq sin θ
δ(θ − θ0), (42)

where θ0 is the zero of the delta-function argument, i.e.
the solution of the equation

2v2F kq cos θ0 = ω(ω − 2Ek)− q2. (43)

Only the solutions corresponding to a real angle θ0 will
have support in the integration region. We will enforce
this later by restricting the integrand of (41) to be real:

Im Πss′(q, ω) = −
∑
t

∫ ∞
0

dkk

16π

fss
′

t (k, q)Ek+q

v2F kq sin θ0

∣∣∣∣
θ=θ0∈R

.

(44)
We now consider all the non-zero contributions from
fss
′

t (k, q). First we note that fxzt (k, q) ∼ fyzt (k, q) ∼ tλ,
and therefore vanishes in the sum on t. Note that this is
not true in the case λ = 0 where there is an additional
contribution from φz 6= 0. The remaining off-diagonal
terms are

f0it (k, q) = 4mi

(
Ek − Ek+q

EkEk+q

)
= −f i0t (k, q), (45)

fxyt (k, q) = − 8mxmy

EkEk+q
= fyxt (k, q) (46)

for i ∈ {x, y}. The diagonal terms are

fsst (k, q) = 4

[
1− sgn(s)

(
v2Fk · (k+ q) + m̃2

EkEk+q

)]
− 8m̃2

s

EkEk+q
, (47)

where we have defined the generalized vector m̃ ≡
(0,mx,my, λ) associated to the gap in each channel, and
sgn(s) is + for s = 0 and − for s = x, y, z.
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Eq. (43) yields the useful identities at θ = θ0:

2k̃q̃ sin θ0 =
√

(q̃2 − ω2)[(ω − 2Ek)2 − q̃2]− 4q̃2m̃2,

(48)

and

k̃ · (k̃ + q̃) + m̃2 =
1

2

(
(ω − 2Ek)2 − q̃2

)
+ Ek(ω − Ek),

(49)

where we have switched to the dimensionful quantities
k̃ ≡ vF k, q̃ ≡ vF q. From these, we get the following
polarization components:

Im Π0i(q, ω) = − mi

πv2F
I1

Im Πxy(q, ω) = −2mxmy

πv2F
I2

Im Πss(q, ω) = − 1

πv2F
I3 +

sgn(s)

πv2F
(
1

2
I4 + I3)− 2m̃2

s

πv2F
I2,

(50)

where we must evaluate the integrals

I1 =

∫ ∞
m̃

dEk
2Ek − ω√

(q̃2 − ω2)[(ω − 2Ek)2 − q̃2]− 4q̃2m̃2

∣∣∣∣
R

I2 =

∫ ∞
m̃

dEk
1√

(q̃2 − ω2)[(ω − 2Ek)2 − q̃2]− 4q̃2m̃2

∣∣∣∣
R

I3 =

∫ ∞
m̃

dEk
Ek(ω − Ek)√

(q̃2 − ω2)[(ω − 2Ek)2 − q̃2]− 4q̃2m̃2

∣∣∣∣
R

I4 =

∫ ∞
m̃

dEk
(ω − 2Ek)2 − q̃2√

(q̃2 − ω2)[(ω − 2Ek)2 − q̃2]− 4q̃2m̃2

∣∣∣∣
R
.

(51)

The requirement that the square root be real further re-
stricts the bounds of integration. The case q̃ < ω yields
the contradiction Ek ≤ 1

2 (ω − q̃
√

1 + 4m̃2/(q2 − ω2)) <
0. On the other hand, the case ω > q̃ yields the restric-
tion

(ω − 2Ek)2 ≤ q̃2 +
4q̃2

q̃2 − ω2
. (52)

This in turn implies

ω − q̃
√

1 + 4m̃2

q̃2−ω2

2
≤ Ek ≤

ω + q̃
√

1 + 4m̃2

q̃2−ω2

2
, (53)

and also ω ≥
√
q̃2 + 4m̃2. Since the integration region is

symmetric about 2Ek − ω = 0, we see that I1 = 0. The
other integrals evaluate to

I2 =
π√

ω2 − q̃2
Θ(w −

√
q̃2 + 4m̃2)

I3 =
π

16

(ω2 − q̃2)(q̃2 − 2ω2)− 4q̃2m̃2

(ω2 − q̃2)3/2
Θ(w −

√
q̃2 + 4m̃2)

I4 =
π

4

q̃2(q̃2 − ω2)− 4q̃2m̃2

(ω2 − q̃2)3/2
Θ(w −

√
q̃2 + 4m̃2), (54)

which gives

Im Π0i(q, ω) = 0

Im Πxy(q, ω) = −2mxmy

v2F
Im d(q, ω)

Im Π00(q, ω) =
1

8v2F

q̃2(q̃2 − ω2)− 4q̃2m̃2

(ω2 − q̃2)3/2
Θ(w −

√
q̃2 + 4m̃2)

Im Πii(q, ω) =
1

v2F

(
1

4
Im c(q, ω)− 2m̃2

i Im d(q, ω)

)
, (55)

for i ∈ {x, y, z}, where

Im d(q, ω) ≡ 1√
ω2 − q̃2

Θ(w −
√
q̃2 + 4m̃2)

Im c(q, ω) ≡
√
ω2 − q̃2Θ(w −

√
q̃2 + 4m̃2). (56)

The imaginary parts of the Π00 and Πxx polarization

functions are shown in Fig. 3. The gap of
√
q̃2 + 4m̃2

means that there is no Landau damping of any of the
collective modes at low energies. For the plasmons,
strong damping only occurs near the gap edge at large
momenta.

To evaluate the real parts, we use the Kramers-Kronig
relation

Re Πss′(q, ω) =
2

π
P
∫ ∞
0

ω′ Im Πss′(q, ω′)

ω′2 − ω2
dω′. (57)

For each case, the principal part must be taken when
the pole at ω lies in the integration region, i.e. when

ω ≥
√
q̃2 + 4m̃2. Combining with the imaginary part we

get.

Π00(q, ω) =
1

8v2F

q̃2(q̃2 − ω2)− 4q̃2m̃2

(q̃2 − ω2)3/2

×
(

2

π
arctan

√
4m̃2

q̃2 − ω2
− 1

)
− q̃2m̃

2πv2F (q̃2 − ω2)

(58)

Πxy(q, ω) = − 2

v2F
mxmyd(q, ω) = Πyx(q, ω) (59)

Πii(q, ω) =
1

v2F

(
1

4
c(q, ω)− 2m̃2

i d(q, ω)

)
, (60)

where

d(q, ω) ≡ −1√
q̃2 − w2

(
1− 2

π
arctan

√
4m̃2

q̃2 − w2

)
. (61)

The result for the density-density channel was found for
QED3 in Ref. [34]. The first term Im c(q, ω) in Πii, di-
verges for ω →∞, which means the Kramers-Kronig re-
lation is unusable. Instead, we evaluate this contribution
directly from Eq. (40):

c(q, ω) = 8v2F

∫
d2k

(2π)2

∑
α

α

(
1 + k̃·(k̃+q̃)+m̃2

EkEk+q

)
ω + iη − α(Ek + Ek+q)

.

(62)
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FIG. 3. Imaginary parts of the polarization functions for λ =
0.1, mx = 0.1, my = 0 in the q̃-ω plane. (a) − Im Π00(q, ω),

showing the gap
√
q̃2 + 4m̃2 and the optical absorption edge

demarcating the white region from the red. (b) Im Πxx(q, ω).

The important fluctuations come from the static long-
wavelength limit, so we first expand about ω = 0:

c(q, ω) = Re c(q, ω) (63)

≈ c(q, 0)

−8v2F

∫
d2k

(2π)2

∑
α

E2
k + EkEk+q + q̃ · k̃

EkEk+q(Ek + Ek+q)3
ω2,

(64)

where the term linear in ω vanished upon doing the sum
on α. Expanding to second order about q = 0 as well
gives

c(q, ω) ≈ −16v2F

∫
d2k

(2π)2
1

Ek
− 4v2F

∫
d2k

(2π)2
1

E3
k

ω2

−4v2F

∫
d2k

(2π)2
3k2 cos2 θ − 2E2

k

E5
k

q̃2, (65)

where the term linear in q̃ vanishes upon doing the inte-
gral over θ. Writing the first term as c(0, 0), we have

c(q, ω) ≈ c(0, 0) +
1

π

∫ ∞
m̃

dEk

(
1

E2
k

+ 3
m̃2

E4
k

)
q̃2

−2v2F
π

∫ ∞
m̃

dEk

2E2
k

ω2 (66)

= c(0, 0) +
2

πm̃
(q̃2 − ω2). (67)

Note that the first term is divergent in the continuum
model, but we can regularize it by expressing it in terms

the lattice functions using
∑
t

∫
d2k
(2π)2 →

1
N

∑
k.

c(0, 0)→ −8v2F
N

∑
k

1

Ek
(68)

= −8v2F
4

U
, (69)

where the last equality holds for m > 0 according to
the saddle-point condition. Likewise, expanding d(q, w)
about ω = 0 gives

d(q, ω) ≈ 1

πq̃

[
− π + 2 arctan

(
2m̃

q̃

)
+

(
− π

2
+

2m̃q̃

4m̃2 + q̃2
+ arctan

(
2m̃

q̃

))
ω2

q̃2

]
.

(70)

To second order in q̃, this becomes

d(q, ω) ≈ 1

πm̃

[
− 1 +

1

12m̃2
(q̃2 − ω2)

]
. (71)

So to second order in q̃ and ω, the polarization compo-
nents read

Π00(q, ω) ≈ − 1

πv2F

q̃2

6m̃2
+O(ω2q̃2) (72)

Πxy(q, ω) ≈ −2mxmy

πv2F m̃

[
− 1 +

1

12m̃2
(q̃2 − ω2)

]
(73)

Πii(q, ω) ≈ − 8

U
+

1

v2F

(
1

2πm̃
(q̃2 − ω2)

−2m̃2
i

πm̃

[
− 1 +

1

12m̃2
(q̃2 − ω2)

])
. (74)

Note that the contribution from the charge fluctuations
vanishes in the long wavelength limit.

The singularity of the fluctuation propagator at q =
ω = 0 corresponds to the proliferation of fluctuations at
the critical point of the magnetic transition. The con-
dition L−1(0, 0) = 0 is equivalent to the saddle-point
condition that defines the critical coupling in Eq. (23).

To see this, it is convenient to switch field variables
from x and y-channel fluctuations to amplitude and
phase fluctuations, setting φx = m cos θ and φy = m sin θ

with m =
√
m2
x +m2

y. Using δφx = cos θδm−m sin θδθ,
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and δφy = sin θδm+m cos θδθ, we can identify the com-
ponents of the fluctuation propagator in polar coordi-
nates

L−1mm = cos2 θL−1xx + 2 cos θ sin θL−1xy + sin2 θL−1yy (75)

L−1mθ = 2m(cos(2θ)L−1xy − cos θ sin θL−1xx + sin θ cos θL−1yy )

(76)

L−1θθ = m2(sin2 θL−1xx − 2 sin θ cos θL−1xy + cos2 θL−1yy ).

(77)

Using Eqs. (59), (60), we get

L−1mm(q, ω) = 1 +
U

8v2F

(
1

4
c(q, ω)− 2m2d(q, ω)

)
(78)

L−1mθ(q, ω) = 0 (79)

L−1θθ (q, ω) = m2

(
1 +

U

8v2F

c(q, ω)

4

)
. (80)

Using Eq. (68) we note that to linear order in m, the
condition L−1mm(0, 0) = 0 implies that

1− U 1

4N

∑
k

1

εk
= 0, (81)

which recovers the transition line U = Uc in Eq. (23).

More generally, to second order in q, and ω, the inverse
propagators on the Mott side of the transition (m > 0)
are

L−1zz (q, ω) ≈ U

8πv2F m̃

[
πm̃

(
8v2F
U

+
c(0, 0)

4

)
+ 2λ2

+
1

2

(
1− λ2

3m̃2

)
(q̃2 − ω2)

]
(82)

L−1mm(q, ω) ≈ U

8πv2F m̃

[
πm̃

(
8v2F
U

+
c(0, 0)

4

)
+ 2m2

+
1

2

(
1− m2

3m̃2

)
(q̃2 − ω2)

]
(83)

L−1θθ (q, ω) ≈ m2 U

8πv2F m̃

[
πm̃

(
8v2F
U

+
c(0, 0)

4

)
+

1

2
(q̃2 − ω2)

]
. (84)

Note that one cannot take the graphene limit (λ → 0)
in these expressions for the spin fluctuation propagators,
because in this limit, there are additional contributions
to the polarization functions stemming from the mean-
field φz, which have not been included in this derivation.

The poles of the propagators yield the spin-wave dis-

persions

ωz(q) =

√
v2F q

2 + 6m̃2

(
2λ2 + πm̃(

8v2F
U + c(0,0)

4 )

3m2 + 2λ2

)
(85)

ωm(q) =

√
v2F q

2 + 6m̃2

(
2m2 + πm̃(

8v2F
U + c(0,0)

4 )

3λ2 + 2m2

)
(86)

ωθ(q) =

√
v2F q

2 + 2πm̃

(
8v2F
U

+
c(0, 0)

4

)
. (87)

The phase fluctuations must lead to a gapless Goldstone
mode due to spontaneous symmetry breaking of the U(1)
in-plane spin symmetry. We see that this only occurs if
c(0,0)

4 = − 8v2F
U , which is precisely the saddle-point condi-

tion without Gaussian fluctuations (see Eqs. (68), (69)).
That means that within this formalism, one cannot self-
consistently include Gaussian fluctuations to modify the
saddle-point condition without violating the Goldstone
theorem. This problem is well-known in the context of
the BCS-BEC crossover [35, 36]. Nonetheless, we see
that the phase fluctuations do not affect the transition
line since their contribution to the free energy is mini-
mized at the original mean-field value.

If we stick with the original saddle-point condition, we
see that there are two optical modes, one gapped by the
spin-orbit coupling, and one gapped by the in-plane mag-
netic order parameter, as well as an acoustic Goldstone
mode. Intriguingly, all of the excitations have the same
velocity as the Dirac electrons. These dispersions, along
with the Landau damping edge are shown in Fig. 4.

0.2 0.4 0.6 0.8 1.0

0.5

1.0

1.5

2.0

2.5

3.0

FIG. 4. Collective spin-mode dispersions showing the out-of-
plane and in-plane optical modes, and the acoustic Goldstone
mode. The dashed black line shows the Landau damping edge
above which the imaginary part of the polarization functions
becomes non-zero. Here, the parameters are fixed deep in the
Mott phase such that t2 = 0.2 and U = 7 for which the mean-
field value of the in-plane magnetization is

√
(φx)2 + (φy)2 ≈

0.21.

The spin-wave dispersions will lead to zero-point fluc-
tuations contributions as we discuss below showing the
correspondence with the harmonic oscillator in three-
dimensions.
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B. Free energy

The Gaussian spin fluctuations contribute an addi-
tional factor to the path integral

Z ∼ m
(

det(βUL−1mm) det(βUL−1θθ ) det(βUL−1zz )

)−1/2
.

(88)
This results in a shift in the free energy with respect to
the mean-field value by an amount

∆F =
1

2β
Tr ln(βUL−1mmβUL

−1
θθ βUL

−1
zz ) (89)

≈
∑

r=m,θ,z

1

2β

∫
d2q

∑
iωn

ln(αr[(iωn)2 − ω2
r(q)]),

(90)

where we have Wick-rotated the retarded propagators
approximated by the small q and ω expressions in
Eqs. (82)-(84). We have also defined

αz ≡ −
βU2

8πv2F m̃

(
1

2
− 1

3

(
λ

m̃

)2)
(91)

αm ≡ −
βU2

8πv2F m̃

(
1

2
− 1

3

(
m

m̃

)2)
(92)

αθ ≡ −
βU2

16πv2F m̃
. (93)

The sum over iωn in the free energy runs over bosonic
Matsubara frequencies. It is divergent, but this diver-
gence is not physical and is easily regularized [37]. One
way to do so is to write

1

β

∑
iωn

ln(αr[(iωn)2 − ω2
r(q)]) = J+

r + J−r +
1

β

∑
iωn

lnαr,

(94)
where

Jr± ≡
1

β

∑
iωn

ln(iωn ± ωr(q)). (95)

The sum of lnαr is the divergent piece which can be re-
moved. The remaining sums can be evaluated by noting
that

∂Jr±
∂ωr

=
1

β

∑
iωn

±1

iωn ± ωr(q)
(96)

= ∓nB(∓ωr(q)), (97)

where nB is the Bose distribution function. Integrating
this gives

J+ =
1

β
ln(eβωr(q) − 1) (98)

J− = −ωr(q) +
1

β
ln(eβωr(q) − 1), (99)

where we have neglected constants independent of ωr.
Thus,

∆F ≈
∑

r=m,θ,z

∫
d2q

1

2

(
− ωr(q) +

2

β
ln(eβωr(q) − 1)

)
.

(100)
In the zero-temperature limit, we recover

∆F ≈
∑

r=m,θ,z

∫
d2q

1

2
ωr(q), (101)

which is just the zero-point energy of the Bose gas for
each mode.

V. COMPARISON OF ENERGETICS

An alternative way to compute the transition line is to
decompose the interaction in Hartree-Fock-like terms:

U
∑
i

ni↑ni↓ ≈ U
∑
i

[
(φxi − iφ

y
i )c†i↑ci↓ + (φxi + iφyi )c†i↓ci↑

−(φ0i − φzi )ni↑ − (φ0i + φzi )ni↓ − φi · φi
]
.

(102)

Upon Fourier transforming this, and adding the non-
interacting part H0,k, we obtain a new mean-field Hamil-
tonian Hmf

KMH,k ≡ H0,k + HU (φ).We introduce the uni-

tary matrix Uk that diagonalizes Hmf
KMH,k for a fixed set

of parameters φ and fixed k as

Ψ†kH
mf
KMH,kΨk = Ψ†kUkU

†
kH

mf
KMH,kUkU

†
kΨk (103)

= Ω†kH̃
mf
KMH,kΩk. (104)

The new spinor basis is defined as Ωk ≡ U†kΨk, and the

diagonal matrix as H̃mf
KMH,k ≡ U

†
kHmf

KMH,kUk.
Now we compute the amplitudes as

〈
c†iαciβ

〉
=

1

N

∑
k

∑
λ,λ′

U∗kαλUkβλ′
〈

Ω†kλΩkλ′

〉
(105)

=
1

N

∑
k

∑
λ∈occ

U∗kαλUkβλ. (106)

The composite indices α and β run over sublattice and
spin indices, while λ in the last line only runs over occu-
pied states.

We solve the self-consistent mean field equations for
a given set of initial values for the fields φ by iteration.
In each step, a new set of φ is computed from the

previous set by computing the amplitudes
〈
c†iαciβ

〉
.

This procedure is repeated until sufficient convergence is
reached.
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FIG. 5. (a) Mean field values of the φ components on sub-
lattices A (left) and B (right) for t2 = 0.5t1. φx and φy

components are degenerate, here we just show one possible
orientation of the in-plane field. (b) Magnitude of the com-
bined magnetic order parameter in the U -t2 plane.

Fig. 5 shows the solution of the self-consistent mean
field equations. Fig. 5 (a) verifies the emergence of
the Mott phase with anti-ferromagnetic in-plane order.
Fig. 5 (b) shows a two-dimensional U−t2 phase diagram.

Here, the quantity φxyz =

√
(φx)

2
+ (φy)

2
+ (φz)

2
cap-

tures the net magnetization. The position of the tran-
sition line differs with respect to the transition line ob-
tained by the Green’s function approach in Sec. III. This
is to be expected because although φ0, φx, φy, and φz

are included in both methods, the choice of linear com-
bination that makes up the mean fields is different as
discussed in Sec. V A.

A. Note on the choice of mean field

The transition line in Fig. 5(b) differs from the transi-
tion line in Sec. III by a factor of two. This difference can
be ascribed to a subtle difference in the choice of mean
field. To see the difference we compute the mean-field
free energy below in each case below.

The choice in Sec. II corresponds to a Heisenberg-like
mean field that preserves the SU(2) symmetry of the in-
teraction. We write the interaction as a “spin” Hamil-

tonian, where the spin vectors Si = c†iασαβciβ form the
natural mean fields:

HU =
U

8

∑
i

Si · Si +
U

4

∑
i

(ni↑ + ni↓) (107)

≈ U

8

∑
i

(
〈Si〉 · Si + Si · 〈Si〉 − 〈Si〉 · 〈Si〉+ 2S0

i

)
,

(108)

where we have used the Minkowski inner product Si·Si =
(S0
i )2−(Sxi )2−(Syi )2−(Szi )2. Recalling that 〈Si〉 = −2φi,

we have

HU ≈ −
U

2

∑
i

φi ·Si −
U

2

∑
i

φi ·φi +
U

4

∑
i

S0
i . (109)

Fourier transforming gives

HU ≈
∑
k

ψ†k
U

2
Hintψk−

UN

2
(φA ·φA+φB ·φB), (110)

where

Hint ≡

−φ
0
A + φzA 0 φxA + iφyA 0

0 −φ0B + φzB 0 φxB + iφyB
φxA − iφ

y
A 0 −φ0A − φzA 0

0 φxB − iφ
y
B 0 −φ0B − φzB


+

1

2
I, (111)

where I is the 4× 4 identity matrix. For φA = −φB , we
get the energy spectrum presented in Sec. III

Ek± =
U

2
±

√
ε2k + 2γk

(
U

2

)
φz +

(
U

2

)2

~φ · ~φ. (112)

The free energy at half-filling (φ0 = −1/2) is then

F = UN − 2
∑
k

√
ε2k + 2γk

(
U

2

)
φz +

(
U

2

)2

~φ · ~φ

−UNφ · φ (113)

=
3

4
UN − 2

∑
k

√
ε2k + 2γk

(
U

2

)
φz +

(
U

2

)2

~φ · ~φ

+UN~φ · ~φ (114)

so that

∂F

∂φx
= −2

∑
k

(U/2)2φx√
ε2k + 2γk

(
U
2

)
φz +

(
U
2

)2

~φ · ~φ

+2UNφx.

(115)
Linearizing φ around the four-dimensional zero vector we
get the minima condition

1

Uc
=

1

4N

∑
k

1

εk
. (116)

On the other hand, the choice in Sec. V corresponds
to a Hartree-Fock-like mean field decomposition where

〈nσ〉, 〈c†↑c↓〉, 〈c
†
↓c↑〉 (which are linear combinations of the

φ’s) form the natural mean fields:

U
∑
i

ni↑ni↓ ≈ U
∑
i

[
〈n↑〉n↓ + n↑〈n↓〉 − 〈c†↑c↓〉c

†
↓c↑

−〈c†↓c↑〉c
†
↑c↓ − 〈n↑〉〈n↓〉+ 〈c†↑c↓〉〈c

†
↓c↑〉

]
(117)

= U
∑
i

[
(φxi + iφyi )c†i↑ci↓ + (φxi − iφ

y
i )c†i↓ci↑

−(φ0i − φzi )ni↑ − (φ0i + φzi )ni↓ − φi · φi
]
.

(118)

Fourier transforming gives

U
∑
i

ni↑ni↓ ≈
∑
k

ψ†kU

(
Hint −

1

2
I
)
ψk

−UN(φA · φA + φB · φB). (119)
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Comparing to Eq. (110), we see that this decomposition
gives a mean-field interaction that is a factor of two larger
than the Heisenberg-like decoupling.

For φA = −φB , we get the energy spectrum

Ek± = −Uφ0 ±
√
ε2k + 2γkUφz + U2~φ · ~φ. (120)

The free energy at half-filling is then

F = UN − 2
∑
k

√
ε2k + 2γkUφz + U2~φ · ~φ− 2UNφ · φ

(121)

=
1

2
UN − 2

∑
k

√
ε2k + 2γkUφz + U2~φ · ~φ+ 2UN~φ · ~φ,

(122)

so that

∂F

∂φx
= −2

∑
k

U2φx√
ε2k + 2γkUφz + U2~φ · ~φ

+ 4UNφx.

(123)
Linearizing φ about the zero vector we get the minima
condition

1

Uc
=

1

2N

∑
k

1

εk
. (124)

Both the Heisenberg-like and Hartree-Fock-like decom-
positions are perfectly valid choices of mean fields, but
they lead to transition lines that differ by a factor of two.
We have justified the choice in Eq. (3) from the fact that
it respects the spin-rotational symmetry of the Hubbard
interaction and of the Heisenberg spin model in the Mott
phase when t2 → 0.

VI. CONCLUSION

We develop a stochastic functional path integral ap-
proach from the variational principle to study the Mott
transition in the interacting Kane-Mele model. We

showed that by decomposing the interaction in an SU(2)
symmetric manner, an analytic transition line can be
found that agrees quantitatively with numerical studies.
The magnetic ordering only occurs in-plane for any inter-
action strength, a result that was only previously estab-
lished by spin models in the large U limit. Our results
indicate a second-order transition at the critical coupling.
It should be noted that the Mott phase is described by
a three-dimensional XY model [20], for which the mean-
field magnetization profile is not expected to be accurate.
However, in a multi-layer system, weak-coupling between
the planes should be sufficient to stabilize the mean field
behavior for the magnetism profile of Fig. 1. The method
may be developed further to study fractional topological
phases in systems with nearest-neighbour interactions,
bilayers, as well as interacting topological superconduc-
tors.

With regards to the topological number, we note that
from the topological insulating phase, the ground state
remains identical until the Mott transition as a result of
φr = 0 (for all r). Therefore, the phase is entirely char-
acterized by the Z2 topological invariant. Setting φr = 0,
spin correlations then decay very rapidly, similarly as in
a quantum spin liquid [8]. Using exact diagonalization in
KWANT to study a ribbon geometry [38], we verify that
the edge modes disappear in the Mott phase. This can
be understood from the quantum field theory of the edge
which is a Sine-Gordon model with gapped modes [8].
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